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The Big Idea 

In the context of designing web services, there can be many decisions that will impact the 
experience of the user and the societal consequences of the service. For example, social 
networking sites have not only raised concerns in terms of potentially sensitive information that 
people put online, but they have also significantly changed the way in which people interact. 
Typically, one wants a web service to achieve desirable effects, and one wants to prevent 
unwanted effects. However, such effects are often uncertain. To make the right design decisions, 
such effects should therefore be carefully analysed in the design process itself. Ethical theories, 
being concerned with questions on how we should live and act, provide a framework for 
thinking about such decisions, and as such they are an essential ingredient for the design of web 
services. This course will introduce such theories, as well as their application to web service 
design.  

In the context of the module Foundations and Principles II, this can be seen as a complementary 
perspective to economical concerns, but one may also interpret ethics and economics as being 
inherently integrated (cf. CO2 emissions trading, where economic incentives are provided for 
“ethical” behaviour). In this course, you will get acquainted with different approaches to ethical 
design, the specific features of (digital) information and services, and your responsibility as a 
web professional.  

Intended Learning Outcomes 

After this course, you will be able to:  
1. Identify how a web service can impact users and society; 
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2. Evaluate such effects in terms of desirability; 
3. Judge whether your contributions to specific developments are in line with professional 

ethical standards, as well as your own norms. 

Structure of the Course 

The course will address the following topics:  
1. ethics of technology; 
2. specific features of information and information ethics; 
3. professional responsibility. 

Ethics of technology 

The study of ethics is concerned with how we should act, or how we should live our lives. 
Determining what we should do in a particular case can be done from various perspectives: one 
can investigate the applicable rights and duties, one can assess the consequences of different 
options, or one may assess which virtues one needs to develop to do the right thing. Thus, one 
ethicist may say that you shall not lie because a society in which everyone would agree to lie 
would be impossible, another say that you shall not lie because it has bad consequences (and 
only if it has bad consequences), and again another may say that one needs to develop virtues 
that allow one to make suitable decisions on when to tell the truth, taking into account the 
intricacies of the situation. The first thing to do when studying ethics is familiarising yourself 
with these basics of the field. For example, you can have a look at http://www.iep.utm.edu/
ethics/ as a starting point.  

As we are speaking about information technology in this course, we are particularly interested in 
ethics of technology. In technology, many of the consequences of actions are indirect, in the 
sense that a designer makes a decision that much later may impact users or society. Besides, 
responsibility for such actions is often distributed: there is often not one person that clearly 
made a mistake, but rather a chain of events that eventually led to an undesirable outcome due 
to failure or misuse of the technology (see for example the inquiry into the sinking of the Herald 
of Free Enterprise (http://en.wikipedia.org/wiki/Herald_of_Free_Enterprise)). In such cases, 
design decisions may lead to unforeseen consequences, especially when multiple design 
decisions and procedures interact. Alternatively, certain effects may be designed into the 
technology intentionally, such as when a car won’t start unless the seatbelts are fastened.  

Undesirable effects of technology may occur in various areas. There may be effects on nature 
and health (oil pollution in Nigeria, asbestos-related lung cancer), but also on society and human 
behaviour. The first question to ask is what is valuable, what is worthy of protection, and what 
can indeed be damaged or improved by particular design decisions. Such values may be either 
judged to be intrinsic, of value in itself, or instrumental, of benefit to other entities, particularly 
humans. For example, we may wish to protect rainforests because they are worthy of protection 
as ecosystems, or because they have beneficial effects on climate or may provide future 
medicines.  
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In case of information technology, environmental and health effects do indeed occur (power 
consumption, repetitive strain injuries), but its applications are particularly noteworthy for 
changing society and human behaviour. Therefore, this course will particularly focus on such 
effects.  

Many theories have been proposed in ethics of technology to discuss the impact of 
technological design on our experience, our behaviour and our lives. Such effects may be more 
complicated than one would say at first sight. For example, while the vacuum cleaner could be 
thought to save time, its introduction also strengthened hygiene norms, at least partially 
reversing this effect. To prove such effects one needs to study them empirically, but here we are 
concerned with early identification of potential effects in the design phase. Only when potential 
effects have been identified, their actual occurrence can be studied by empirical sciences.  

To familiarise yourself with the theory on ethics of technology, please read the following articles:  

• General introduction to ethics: http://www.iep.utm.edu/ethics/ 
• Stanford Encyclopedia of Philosophy, Philosophy of Technology: http://

www.science.uva.nl/~seop/entries/technology/  
• Verbeek, P.-P. (2006). Materializing Morality: Design Ethics and Technological Mediation. 

Science, Technology & Human Values 31(3): 361-380. Official source: http://
sth.sagepub.com/content/31/3/361.short. Preprint freely available via http://
www.utwente.nl/bms/wijsb/organization/verbeek/materializingmorality.pdf  

• Thaler, Richard H., Sunstein, Cass R. and Balz, John P., Choice Architecture (April 2, 2010). 
Available at SSRN: http://ssrn.com/abstract=1583509. Also check http://www.nudges.org.  

In the lecture, we will discuss how such theories can be used to identify potential effects in the 
design phase.  

Specific features of information 

Knowledge is power. Whereas many technological effects are discussed in terms of climate 
change, biodiversity, and health, information technologies change the distribution of 
information, and thereby influence trust and power relations in society. For example, when the 
processing of election results is outsourced to a private company, the citizens now have to trust 
the company to calculate the result correctly, and, if implemented badly, the company will have 
full power over the result of the election. Or, with a badly designed website certification service, 
fake sites may be set up to spy on citizens (search the news for DigiNotar if you want to learn 
more).  

In this part of the course, we will ask the question what information is, and how it is related to 
society. Specific norms and values for information will be discussed, such as privacy and non-
discrimination.  

When we use technology, we will have to rely upon certain properties of the devices. Properties 
that are often discussed include reliability and safety. But these are not merely properties of 
devices, humans play an important role in the effects of technology as well, for example by 
following or not following safety procedures, by using devices in different ways then intended, 
and by using devices for criminal, illegal, or otherwise morally problematic purposes. When 
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intentional human action contributes to undesirable effects, we speak of security rather than 
safety. Examples include using airplanes for terrorist attacks, using computer networks to 
sabotage power or water supply, or using a database of phone numbers for sending unsolicited 
SMS messages. As information does not mean anything without someone to interpret it and use 
it for a particular purpose, security issues are especially prominent in information technologies.  

Three properties of information and information systems are particularly relevant from a security 
point of view: confidentiality, integrity and availability, often abbreviated CIA. To prevent 
undesirable effects, one may want certain information (such as physical address) to be kept 
confidential, one may want certain information (such as salary databases) not to be 
manipulated, and one may want to prevent certain information (such as criminal records) from 
being deleted, or to prevent certain information systems (such as those that control power 
supply) from being disrupted by targeted attacks. The technical means for achieving these goals 
will be dealt with in the Web Trust & Security module. Here, we are interested in the reasons for 
protecting information.  

Inevitably, certain actors will have the power to publish, alter, or destroy information. Other 
actors that rely on this information then have to trust the actor to act in the expected way. In this 
sense, information systems, by redistributing information, also redistribute power and trust in 
society. Such consequences can be (1) systematically identified, and (2) evaluated in terms of 
desirability.  

Reading material:  

• Stanford Encyclopedia of Philosophy, Computer and Information Ethics: http://
www.science.uva.nl/~seop/entries/ethics-computer/  

• Brey, P. (2008). The Technological Construction of Social Power. Social Epistemology 22(1), 
71-95. Official source http://dx.doi.org/10.1080/02691720701773551. Access for this 
course (do not share the link) via https://th-koeln.sciebo.de/s/ALmBIsL9rJFiZcC 

• Floridi, L. (2005). The Ontological Interpretation of Informational Privacy. Ethics and 
information technology, 7(4), 185-200. Official source: http://www.springerlink.com/
content/u72834q5105m257n/. Freely available from http://
www.philosophyofinformation.net/wp-content/uploads/sites/67/2014/05/toioip.pdf . 

In the lecture, we will discuss how to evaluate effects of web services based on these 
approaches.  

Professional responsibility 

Given that you can identify potential social effects of web technology, and evaluate these effects 
in terms of desirability, what is your role as a web scientist in using this knowledge? In other 
words, what is your professional responsibility for “good” system design?  

Inevitably, your role as a professional will mean that you are expected to create designs that are 
not “flawed”, in the sense that they malfunction, or cause hazards. You are expected to have the 
system properly tested. But to what extent are you also responsible for the way in which your 
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system can be used? You can expect to be held responsible if your design includes a security bug 
that allows malicious hackers to get access to the system, but what if you create a file sharing 
systems that is used by others to transfer copyrighted content? In an offline example: are gun 
users or gun producers responsible for the possibility of murder? Are tobacco manufacturers or 
tobacco smokers responsible for the high incidence of lung cancer? As often in ethics, both 
points of view can be defended, and many will say that the truth lies somewhere in the middle. 
The central question in this topic is how responsibility for undesirable effects is distributed over 
users and producers, in particular in the context of web services.  

 
Reading material:  

• Association for Computing Machinery (ACM), Code of ethics and professional conduct: 
http://www.acm.org/about/code-of-ethics 

• Ahmed, M.A. and Van den Hoven, J. (2010). Agents of responsibility—freelance web 
developers in web applications development. Information Systems Frontiers, 12(4), 
415-424. Freely available from http://www.springerlink.com/content/ar4830446t057643/
fulltext.pdf  

• Friedman, B., Kahn, P., and Borning, A. (2006). Value sensitive design and information 
systems. In P. Zhang & D. Galletta (eds.), Human-Computer Interaction and Management 
Information Systems: Foundations. M.E. Sharpe, New York, 348-372. Official source: http://
mesharpe.metapress.com/index/8w130038338tx165.pdf. Preprint freely available from 
http://citeseerx.ist.psu.edu/viewdoc/download?
doi=10.1.1.138.1155&rep=rep1&type=pdf. You can SKIP sections 4.2, 4.3, 5 and 6.9, and 
FOCUS on the rest of section 6. 

In the lecture, we will discuss the different possible opinions on the distribution of responsibility, 
as well as the desirability of embedding values in web service design.  

Suggested further reading 

(not compulsory)  

• Floridi, L. (1999). Information ethics : On the philosophical foundation of computer ethics. 
Ethics and information technology, 1(1), 33-52. Official source: http://
www.springerlink.com/content/u3888645r51377j3/. Freely available from http://
citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.64.6700&rep=rep1&type=pdf. 

• Floridi, L. (2010). Information: A very short introduction. Oxford: Oxford University Press. 
• Gutwirth, S., & De Hert, P. (2008). Regulating Profiling in a Democratic Constitutional 

State. In M. Hildebrandt, & S. Gutwirth (Eds.), Profiling the European Citizen: Cross-
disciplinary Perspectives (pp. 271-302). Dordrecht: Springer. Official source: http://
www.springerlink.com/index/p18601150434m040.pdf. Preprint freely available from 
http://www.vub.ac.be/LSTS/pub/Dehert/Dehert_365_restricted.pdf. 

• Lockton, D. "Design with intent", http://www.danlockton.com/. 
• Moral Responsibility for Computing Artifacts: Five Rules, Version 27: https://

edocs.uis.edu/kmill2/www/TheRules/moralResponsibilityForComputerArtifactsV27.pdf 
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• Pieters, W. and van Cleeff, A. (2009). The Precautionary Principle in a World of Digital 
Dependencies. IEEE Computer 42(6): 50-56. Official source: http://dx.doi.org/10.1109/MC.
2009.203. Preprint freely available at http://eprints.eemcs.utwente.nl/15414/.  

• Tavani, H.T. (2002). "The uniqueness debate in computer ethics: What exactly is at issue, 
and why does it matter?" Ethics and information technology 4(1), 37-54. Official source: 
http://www.springerlink.com/content/2bbjjfkepa7bvfwy/. 

• Tromp, N., Hekkert, P. and Verbeek, P.-P. (2011). "Design for Socially Responsible Behavior: 
A Classification of Influence Based on Intended User Experience." Design Issues 27(3), 
3-19. Official source: http://www.mitpressjournals.org/doi/abs/10.1162/DESI_a_00087. 

• Verbeek P.-P. (2005). What things do: Philosophical reflections on technology, agency, and 
design. University Park, PA: Pennsylvania State University Press. 

• Woelfer, J.P. and Hendry, D. (2011). "Designing ubiquitous information systems for a 
community of homeless young people: precaution and a way forward". Pers Ubiquit 
Comput 15:565–573. Official source: http://dl.acm.org/citation.cfm?id=2035741. Freely 
available at http://dub.washington.edu/djangosite/media/papers/
WoelferHendry_DesigningUbiqInfoSys_PublishedFinal_1.pdf. 

Didactic Concept, Schedule and Assignments 

In order to be able to reason about ethical consequences of web service design, knowledge is 
needed about ethical theories, as well as the skills to reason based on this knowledge in a sound 
way. The acquisition of this knowledge and these skills will be achieved via literature, online 
interactive lectures and assignments. Before each online lecture, students are expected to read 
the required texts, and have their answers to the assignments ready for the online lectures. The 
assignments will then be discussed in the lecture in relation to the theory. Lectures are not 
intended to summarise the reading material, so without having read the material before the 
lecture, you will probably not be able to understand the discussions.  

You are expected to participate actively in the lectures. If you choose not to participate in the 
assignments and discussion, you can still participate in the exam, but you will have to answer an 
essay question at the exam instead. Experience shows that without prior experience or practice 
with ethical reasoning, such a task can be expected to be difficult.  

Please be aware that, apart from sound application of the theory and sound use of the concepts 
provided, there is often no right or wrong answer to an ethical question. The essential 
requirement is that you back up your ideas with proper arguments, and that you put sufficient 
effort into identifying potential desirable and undesirable effects of technological designs. If you 
think, for example, that censorship on the Internet is a good thing, do not hesitate to write it 
down, but make sure you use the tools offered in this course to justify your viewpoint. Your 
grade will never be lowered merely because you disagree with the lecturer!  

Assignments 

Grading criteria for assignments:  
• Adequacy of selection and use of course material / theories 
• Adequacy of selection of examples and link to theory 
• Quality of the identification of ethical problems 
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• Quality of argumentation and analysis 
• Quality of the text/slides as a whole 

Assignments topic 1 

1. Read the literature associated with topic 1 (see Structure of the Course - Ethics of 
Technology). 

2. Research about the misuse of Facebook user data by Cambridge Analytica 
3. Prepare a 2-3 slide presentation with your positions about this topic. Justify your 

arguments according to ethics of technology. Be ready to participate in a discussion 
about this topic in the first online session.  

4. Submit your position slides at least 2 days prior the 1st online meeting 

Assignments topic 2 

1. Read the literature associated with topic 2 (see Structure of the Course - Specific features 
of information). 

2. How can the privacy problem, as described by Floridi, be understood as a power issue? 
Which types of power as distinguished by Brey are relevant here, and how?  

3. How, in your opinion, does trust play a role here? Who would you need to trust in order to 
be convinced that a web service protects your privacy? How is this related to power? 

4. Write a 4-page essay (1500-200 words) in which you discuss the misuse of Facebook user 
data by Cambridge Analytica. Integrate the views from topic 2, as well as the outcomes 
from the discussion in the first online session 

5. Submit your essay at least 1 week prior to the 2nd online session 
6. You will be assigned to review groups. Each group is supposed to read the papers of the 

other participants. In the 2nd online session we will run a Writers’s Workshop. In this 
workshop the peers of each group will provide constructive feedback to each other. 

7. Use the feedback from the Writers’ Workshop and the feedback from Prof. Kohls to submit 
your updated essay prior to the on-site meeting. 

Assignments topic 3 

1. Read the literature associated with topic 3 (see Structure of the Course - Professional 
responsibility). 

2. Chose a case from below, or propose one yourself (discuss with the lecturer): 

◦ School kids community 
◦ Teacher community 
◦ Academic community 
◦ Developer community 
◦ Crafts community 

◦ Cooking community 

◦ Design community 
◦ Songwriter community 

3. Assume you are participating in developing the chosen online community. What would 
be (I) the responsibilities you have according to professional responsibility, and (II) 
additional responsibilities you can identify based on what you have learnt in this course, 
as well as your own moral standards? 
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4. Apply the steps of value-sensitive design (section 6) to your case. Which additional issues 
can you identify? How useful is value-sensitive design as a step-wise approach to deal 
with your responsibilities? 

5. Consider the “Design with Intent” patterns. Can they be helpful in your design process? 
6. Prepare 4-5 slides presenting your concept for the chosen online community.  
7. Write 2-4 page essay (1500-2000 words) describing the design decisions based on your 

professional responsibility 
8. Submit the slides at least 2 days prior the 3rd online meeting 
9. Submit the essay at least 2 days prior to the on-site meeting 

Examination 

The examination will consist of 

◦ 33% Final submission of essay 1 (about the misuse of user data) 

◦ 33% Final submission of essay 2 (about your professional responsibility as a community 
designer) 

◦ 33% Quality of your slides, online presentation and participation in discussions 

You will receive my grading prior to the 2nd on-site weekend. There will be a wrap-up session at 
the on-site weekend. You can also get feedback to your grading if required. The grades will be 
reported to the examination office after the on-site weekend.  

27.02.2019
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